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What is „Affective Word Meaning“?

• Psycholinguistic quality to evoke emotion in recipients
• Speakers mostly agree on it 

Ø part of connotative lexical semantics 

• Graphematic word (type), mere character sequences
• No context!
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• Product and enterprise analytics
• Social sciences

• voting behavior / approval rate
• happiness across geographic/socio-economic positions

• Humanities
• Amelioration/pejoration of words
• Attitudes towards concepts and ideas
• Emotional relationships in character network

Application Domains

rottentomatoes.comtwitter.com
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• Product and enterprise analytics
• Social sciences

• voting behavior
• happiness across geographic/socio-economic position

• Humanities
• amelioration/pejoration of words
• attitudes towards concepts and ideas
• emotional relationships in character networks

Application Domains
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Goal of This Work

Word Neural NetworkInput
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Goal of This Work

Word Neural NetworkInput

???
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How to Represent 
Affective Word 
Meaning?
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Semantic Orientation / Polarity

+

–

Word
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Ekman’s Basic Emotions

Source: http://ocw.mit.edu/courses/brain-and-cognitive-sciences/9-00sc-introduction-to-psychology-fall-2011/emotion-motivation/discussion-emotion/
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Representing Emotion — Wheel of Emotion

Source: https://en.wikipedia.org/wiki/Contrasting_and_categorization_of_emotions#/media/File:Plutchik-wheel.svg
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Empirically Measured VAD Ratings

• Psychologists and Psycholinguists need VAD 

ratings

(e.g., experiments on word processing and memory)

• Experimental set-up of gathering those

• questionnaire study

• >20 raters per word
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Self-Assessment Manikin
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Averaged Individual Ratings: Emotion Lexicons

Valence Arousal Dominance
sunshine 7.6 4.9 5.2
calm 6.3 1.9 5.9
terrorism 1.5 8.4 3.2
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How to Model Affective 
Word Meaning?
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Input Representation: Word Embeddings

dog cat

turtle

pie

Computational
ModelInput
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Artificial Neural Networks: Biological Inspiration

• Family of machine learning techniques (≈ Deep Learning)

• Inspired by signal processing of biological neurons

Inputs Output
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Artificial Neural Networks: Layer-Based Arrangement

• Organized in layers for efficient computation
• Signal flows in one direction only
• Signal gets transformed by passing it to next layer

layer 1

layer 2
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Artificial Neural Networks: Modeling Word Emotion

1 2 3 . . . 300

1 2 3 . . . 256

1 2 . . . 128

1 2 3
output layer

a�ne transformation

two hidden layers
shared across VAD

.5 dropout
LReLU activation

embedding layer
.2 dropout

1

V A D

Initialize with word embedding

Input layer

Hidden layers

Output layer
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How to Evaluate the 
Model?
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What Datasets to Evaluate on?

Source ID Language Format # Entries
Bradley and Lang (1999) EN English VAD 1,034
Warriner et al. (2013) EN+ English VAD 13,915
Redondo et al. (2007) ES Spanish VAD 1,034
Stadthagen-Gonzalez et al. (2017) ES+ Spanish VA 14,031
Schmidtke et al. (2014) DE German VAD 1,003
Yu et al. (2016a) ZH Chinese VA 2,802
Imbir (2016) PL Polish VAD 4,905
Montefinese et al. (2014) IT Italian VAD 1,121
Soares et al. (2012) PT Portuguese VAD 1,034
Moors et al. (2013) NL Dutch VAD 4,299
Sianipar et al. (2016) ID Indonesian VAD 1,490

Table 1: Emotion lexicons used in our experiments (with their bibliographic source, identifier, language they refer
to, emotion representation format, and number of lexical entries they contain).

Word Valence Arousal Dominance
sunshine 8.1 5.3 5.4
terrorism 1.6 7.4 2.7
orgasm 8.0 7.2 5.8

Table 2: Three sample entries from Warriner et al.
(2013). They use 9-point scales ranging from 1
(most negative/calm/submissive) to 9 (most posi-
tive/excited/dominant).

WORD2VEC (with its variants SGNS and CBOW)
features an extremely trimmed down neural
network (Mikolov et al., 2013). FASTTEXT is
a derivative of WORD2VEC, also incorporating
sub-word character n-grams (Bojanowski et al.,
2017). Unlike the former two algorithms which
fit word embeddings in a streaming fashion,
GLOVE trains word vectors directly on a word
co-occurrence matrix under the assumption to
make more efficient use of word statistics (Pen-
nington et al., 2014). Somewhat similar, SVDPPMI
performs singular value decomposition on top of
a point-wise mutual information co-occurrence
matrix (Levy et al., 2015).

In order to increase the reproducibility of our
experiments, we rely on the following widely
used, publicly available embedding models trained
on very large corpora (summarized in Table 3):
the SGNS model trained on the Google News cor-
pus2 (GOOGLE), the FASTTEXT model trained
on Common Crawl3 (COMMON), as well as the
FASTTEXT models for a wide range of languages
trained on the respective Wikipedias4 (WIKI).

2
https://code.google.com/archive/p/

word2vec/

3
https://fasttext.cc/docs/en/

english-vectors.html

4
https://github.com/facebookresearch/

fastText/blob/master/pretrained-vectors.

md

Note that WIKI denotes multiple embedding mod-
els with different training and vocabulary sizes
(see Grave et al. (2018) for further details). Ad-
ditionally, we were given the opportunity to reuse
the English embedding model from Sedoc et al.
(2017) (GIGA), a strongly related contribution (see
below). Their embeddings were trained on the En-
glish Gigaword corpus (Parker et al., 2011).

Word-Level Prediction. One of the early ap-
proaches to word polarity induction which is
still popular today (Köper and Schulte im Walde,
2016) was introduced by Turney and Littman
(2003). They compute the polarity of an unseen
word based on its point-wise mutual information
(PMI) to a set of positive and negative seed words,
respectively.

SemEval-2015 Task 10E featured polarity in-
duction on Twitter (Rosenthal et al., 2015). The
best system relied on support vector regression
(SVR) using a radial base function kernel (Amir
et al., 2015). They employ the embedding vec-
tor of the target word as features. The results of
their SVR-based system were beaten by the DEN-
SIFIER algorithm (Rothe et al., 2016). DENSIFIER
learns an orthogonal transformation of an embed-
ding space into a subspace of strongly reduced di-
mensionality.

Hamilton et al. (2016) developed SENTPROP, a
graph-based, semi-supervised learning algorithm
which builds up a word graph, where vertices cor-
respond to words (of known as well as unknown
polarity) and edge weights correspond to the sim-
ilarity between them. The polarity information is
then propagated through the graph, thus comput-
ing scores for unlabeled nodes. According to their
evaluation, DENSIFIER seems to be superior over-
all, yet SENTPROP produces competitive results
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Where to Get the Word Embeddings?
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Evaluation Set-Up

• 9 languages
• Compare our model against 5 reference methods
• Performance measured in Pearson’s r
ØBest current approach for predicting word emotion
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Comparison against Human Reliability

• How does our model compare against Inter-Study 
Reliability (ISR)
• Correlation between Ratings in  ANEW ∩ Warriner

apple
earthquake

sunshine 
snake

terrorism

banana
earthquake

fox
sunshine 
terrorism

zoo

correlation
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Competitive against Human Reliability

Valence

Arousal

Dominance

0 0.25 0.5 0.75 1

0.83

0.73

0.92

0.80

0.76

0.95

ISR ANEW~Warriner Our Model on ANEW

• Consistent with results from split-half reliability
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Conclusion
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Conclusion

• Affective word meaning: Emotion evoked in recipients

• Introduced VAD approaches to emotion representation

• Described how word embeddings and ANNs can be 
used for modeling affective word meaning

• Reported on experiments involving many different 
languages and prior computational approaches

• Our model is current state-of-the-art and performs 
competitive to human reliability



JenLing Workshop Jena, Germany, February 8, 2019

Sven Buechel Using Artificial Neural Networks to Model Affective Word Meaning 37

Bonus: Diachronic Word Emotions — heart

JeSemE.org
(Hellrich et al., COLING 2018)
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