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Introduction
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Previous Work And Its Shortcomings

et al., 2014). However, in cases where researchers
want to analyze the sentiment of domain-specific
language—such as in financial documents, histori-
cal texts, or tight-knit social media forums—it is not
enough to simply use generic crowdsourced or web-
scale lexicons. Generic lexicons will not only be in-
accurate in specific domains, they may mislead re-
search by introducing harmful biases (Loughran and
McDonald, 2011)1. Researchers need a principled
and accurate framework for inducing lexicons that
are specific to their domain of study.

To meet this need, we introduce SENTPROP, a
framework to learn accurate sentiment lexicons from
small sets of seed words and domain-specific cor-
pora. Unlike previous approaches, SENTPROP is de-
signed to maintain accurate performance when us-
ing modestly-sized domain-specific corpora (⇠107

tokens), and it provides confidence scores along with
the learned lexicons, which allows researchers to
quantify uncertainty in a principled manner.

The key contributions of this work are:
1. A state-of-the-art sentiment induction algorithm,

combining high-quality word vector embeddings
with an intuitive label propagation approach.

2. A novel bootstrap-sampling framework for infer-
ring confidence scores with the sentiment values.

3. Two large-scale studies that reveal how sentiment
depends on both social and historical context.
(a) We induce community-specific sentiment
lexicons for the largest 250 “subreddit” commu-
nities on the social-media forum Reddit, reveal-
ing substantial variation in word sentiment be-
tween communities.
(b) We induce historical sentiment lexicons for
150 years of English, revealing that >5% of
words switched polarity during this time.

To the best of our knowledge, this is the first work
to systematically analyze the domain-dependency of
sentiment at a large-scale, across hundreds of years
and hundreds of user-defined online communities.

All of the inferred lexicons along with code for
SENTPROP and all methods evaluated are made
available in the SOCIALSENT package released with
this paper.2

1
http://brandsavant.com/brandsavant/

the-hidden-bias-of-social-media-sentiment-analysis
2http://nlp.stanford.edu/projects/socialsent

Figure 2: Terrific becomes more positive over the last 150
years. Sentiment values and bootstrapped confidences were
computed using SENTPROP on historical data (Section 6).

2 Related work

Our work builds upon a wealth of previous research
on inducing sentiment lexicons, along two threads:

Corpus-based approaches use seed words and
patterns in unlabeled corpora to induce domain-
specific lexicons. These patterns may rely on
syntactic structures (Hatzivassiloglou and McKe-
own, 1997; Thelen and Riloff, 2002; Widdows
and Dorow, 2002; Jijkoun et al., 2010; Rooth et
al., 1999), which can be domain-specific and brit-
tle (e.g., in social media lacking usual grammati-
cal structures). Other models rely on general co-
occurrence (Turney and Littman, 2003; Riloff and
Shepherd, 1997; Igo and Riloff, 2009). Often
corpus-based methods exploit distant-supervision
signals (e.g., review scores, emoticons) specific
to certain domains (Asghar et al., 2015; Blair-
Goldensohn et al., 2008; Bravo-Marquez et al.,
2015; Choi and Cardie, 2009; Severyn and Mos-
chitti, 2015; Speriosu et al., 2011; Tang et al.,
2014). An effective corpus-based approach that does
not require distant-supervision—which we adapt
here—is to construct lexical graphs using word co-
occurrences and then to perform some form of la-
bel propagation over these graphs (Huang et al.,
2014; Velikovich et al., 2010). Recent work has also
learned transformations of word-vector representa-
tions in order to induce sentiment lexicons (Rothe
et al., 2016). Fast et al. (2016) combine word vec-
tors with crowdsourcing to produce domain-general
topic lexicons.

Dictionary-based approaches use hand-curated
lexical resources—usually WordNet (Fellbaum,
1998)—in order to propagate sentiment from seed
labels (Esuli and Sebastiani, 2006; Hu and Liu,
2004; Kamps et al., 2004; Rao and Ravichandran,

(Hamilton et al., EMLNP 2016)

1. Reduces human emotion to polarity

2. No quantitative evaluation

Cook & Stevenson, LREC 2010; Jatowt & Duh, JCDL 2014; Buechel et al., LT4DH 2016
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Our Contribution

• First gold standard for historical word emotion (EN/DE)
– Historical language experts instead of “native speakers”
– Valence-Arousal-Dominance instead of polarity

• Evaluate previous approaches to historical word emotions

• Web service for visualizing emotion trajectories of words:
JESEME (Hellrich et al., COLING 2018)
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Building a Gold Standard for 
Historical Word Emotions
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Emotion Lexica

Lemma Polarity

terrific +

awful –

strange –
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Emotion Lexica

Lemma Emotion

terrific

awful

strange
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Valence-Arousal-Dominance

Valence
(displeasure—pleasure)

Arousal

(ca
lm

ness—
exci

tement)Do
m

in
an

ce
(b

ei
ng

 c
on

tr
ol

le
d—

in
 c

on
tr

ol
)

(Russell & Mehrabian, 1977)

−1.0 −0.5  0.0  0.5  1.0−1
.0

−0
.5

 0
.0

 0
.5

 1
.0

−1.0

−0.5

 0.0

 0.5

 1.0

terrific

awful
strange



LaTeCH-CLfL 2019 Minneapolis, MN, USA, June 7, 2019

Johannes Hellrich*, Sven Buechel*, and Udo Hahn Modeling Word Emotion in Historical Language 9

Emotion Lexica

Lemma Emotion
V A D

terrific 7.2 5.5 6.3

awful 2.3 4.9 3.0

strange 4.7 3.5 5.3

• Average ratings of multiple annotators

• Very popular in psychology

• Contemporary lexica are available for 13+ languages 
(Buechel & Hahn, LREC 2018) 
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Annotation Process

• Language stage around 1830

• Selection of raw data
– English: COHA; German: DTA

– selected 100 of the 1000 most frequent content words
(good representations)

– Too small for training but usable for evaluation

• Annotators 
– PhD students (EN 2, DE 3) experienced in interpreting 19th century texts

– Asked to put themselves in position of person of that time

– Best possible surrogate for actual native speakers

• Agreement comparable to contemporary emotion lexica
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Examples from Gold Standard

historical modern
V A D V A D

daughter 3.5 4.0 4.0 6.7 5.0 5.1
divine 7.0 7.0 2.0 7.2 3.0 6.0
strange 2.0 6.5 1.0 4.7 3.5 5.3

Table 3: Illustrative example words with large devia-
tion between historical and modern affective meaning;
Valence-Arousal-Dominance (VAD) of newly created
gold standard compared to Warriner et al. (2013).

The Pearson correlation between modern and
historical lexicons is 0.66, 0.51, and 0.31 for
Valence, Arousal, and Dominance, respectively.
Table 3 displays illustrative examples from our
newly created gold standard where historical and
modern affective meaning differ strongly. We con-
ducted a post-facto interview on annotator motiva-
tion for those cases. Explanations—which match
observations described in common reference text-
books (e.g., Brinkley (2003))—range from the
influence of feminism leading to an increase in
Valence for “daughter” up to secularization that
might explain a drop in Arousal and rise in
Dominance for “divine”. The annotation for
“strange” was motivated by several now obsolete
senses indicating foreignness or alienness.5

In summary, we recruited historical language
experts as best conceivable surrogate to com-
pensate for the lack of actual native speakers
in order to create a gold standard for historical
word emotions. To the best of our knowledge,
no comparable dataset is elsewhere available,
making this contribution unique and hopefully
valuable for future research, despite its obvious
size limitation.

6 Modeling Word Emotions

This section describes how we trained time period-
specific word embeddings and used these to eval-
uate the algorithms presented in Section 3.2 on
both a contemporary dataset and our newly created
historical gold standard.

6.1 Word Embedding Training

COHA and DTA were preprocessed by using the
lemmatization provided with each corpus, as well
as removing punctuation and converting all text to
lower case.

5 See the Oxford English Dictionary: oed.com/view/
Entry/191244

We used the HYPERWORDS toolkit (Levy et al.,
2015) to create one distinct word embedding
model for each of those subcorpora. Hyperpara-
meter choices follow Hamilton et al. (2016a).
In particular, we trained 300-dimensional word
vectors, with a context window of up to four
words. Context windows were limited by docu-
ment boundaries while ignoring sentence bound-
aries. We modeled words with a minimum
token frequency of 10 per subcorpus, different
from Hamilton et al. (2016a). For SVDPPMI,
eigenvectors were discarded, no negative sampling
was used and word vectors were combined with
their respective context vectors.

6.2 Synchronic Evaluation
Our first evaluation of lexicon induction algo-
rithms compares the ability of the three different
algorithms described in Section 3 to predict ratings
of a modern, contemporary VAD lexicon, i.e., the
one by Warriner et al. (2013), using two different
types of seed sets (see below). For this experi-
ment, we used word embeddings trained on the
2000s COHA subcorpus. We call this evaluation
setup synchronic in the linguistic sense, since
seed lexicon, target lexicon and word embeddings
belong to the same language period. A unique
feature of our work here is that we also take
into account possible interaction effects between
lexicon induction algorithms and word embedding
algorithms, i.e., SGNS and SVDPPMI.

We use two different seed lexicons, both are
based on the word ratings by Warriner et al.
(2013). The full seed lexicon corresponds to all
the entries of words which are also present in
ANEW (about 1,000 words; see Section 2). In
contrast, the limited seed lexicon is restricted to 19
words6 which were identified as temporally stable
by Hamilton et al. (2016a).

The first setup is thus analogous to the polarity
experiments performed by Cook and Stevenson
(2010), whereas the second one corresponds to the
settings from Hamilton et al. (2016a). We use
Pearson’s r between actual and predicted values
for each emotion dimension (Valence, Arousal and
Dominance) for quantifying performance7 and a

6 One of the 20 words given by Hamilton et al. (2016a),
“hated”, is not present in the Warriner lexicon and was
therefore eliminated.

7 Some other studies use the rank correlation coefficient
Kendall’s ⌧ . We found that for our experiments the results
are overall consistent between both metrics. In the following
we only report Pearson’s r as it is specifically designed for



LaTeCH-CLfL 2019 Minneapolis, MN, USA, June 7, 2019

Johannes Hellrich*, Sven Buechel*, and Udo Hahn Modeling Word Emotion in Historical Language 12

Methods for Modeling
Historical Word Emotions 
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Overview of Considered Methods

• Previously used in historical applications

• Predictions based on word embedding similarity

kNN RandomWalk ParaSim
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K Nearest Neighbor Regression (kNN)

• Historical application: Buechel et al. (LT4DH, 2016)

TARGET

great fantastic

lovehorrible

bad

misery
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Graph-Based Polarity Propagation (RandomWalk)

• Algorithm by Zhou et al. (NIPS 2004)

• Historical application: Hamilton et al. (EMNLP 2016)

great

fantastic

love

horrible

bad

misery

friendship
movie

TARGET

opinion

medicore
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Similarity to Paradigm Words (ParaSim)

• Turney & Littman (ACM TOIS 2003)

• Historical application: Cook & Stevenson (LREC 2010)

• Embedding similarity instead of word association
(Buechel & Hahn, NAACL 2018)

great

fantastic
love

horrible
badmiseryTARGET

?
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Seed Word Selection Strategies

• Methods need seeds / training data

• Not enough historical ratings available

• Fallback to present-language emotion lexica

• Which part of the lexica do you use?
1. Full: Use everything
2. Limited: only semantically stable words

(Hamilton et al., EMNLP 2016)
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Experiments on Modeling
Historical Word Emotions
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Outline of Experiments

• Synchronic (background measure)

– Full seed set: ANEW (1000 words; Bradley & Lang, 1999)
– Limited seed set: Selection by Hamilton et al. (19 words; EMNLP 2016)
– Test set E-ANEW (14K words; Warriner et al., 2013)

• Diachronic (actual experimental conditions)

– Seeds as in synchronic experiment
– Test set EN / DE historical gold standard

• Reliability problem of embedding neighbors
(Hellrich & Hahn, COLING 2016; Hellrich et al., RepEval 2019)

– SGNS : stochastic optimization
– SVDPPMI : deterministic mathematical procedure

• Evaluation in Pearson correlation r
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Synchronic Evaluation

• Full seed set > set of stable words

• SVDPPMI > SGNS

Algorithm Seed Set SVDPPMI SGNS

kNN full .55 .49

ParaSim full .56 .49

RandomWalk full .54 .43

kNN limited .18 .17

ParaSim limited .25 .19

RandomWalk limited .33 .18
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Diachronic Evaluation

• Full seed set > set of stable words

• RandomWalk is quite jumpy

• SVDPPMI competitive for English, superior for German 
(not shown; but otherwise consistent)

Algorithm Seed Set SVDPPMI SGNS
kNN full .31 .37
ParaSim full .35 .36
RandomWalk full .35 .36
kNN limited .27 .15
ParaSim limited .30 .23
RandomWalk limited .31 .04
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Main Findings

• SVDPPMI about as good SGNS but stable

• ParaSim competitive + no hyperparameters

• Full seed set always outperforms limited one
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JeSemE: Word Embedding Exploration for DH

http://jeseme.org/
(Hellrich, Buechel & Hahn, COLING 2018)
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Meaning and Emotion of Terrific over Time

“wonderful”

“tremendous”

“terrible”

valence

arousal

dominance
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Conclusion
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Conclusion

• Evaluation problem for historical language: no native speakers!

• First gold standard for 19th century word emotion by historical 

language experts: https://github.com/JULIELab/histEmo

• Evaluation of previous methodological approaches

– Quantity beats stability regarding seed word selection

– Insights incorporated into the JeSemE web tool: http://jeseme.org
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