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Outline

• Introduction

• Applications of emotion analysis in DH and CSS

• Dealing with lack of interoperability

• Dealing with data sparsity 

• Discussion and conclusion
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Sentiment Analysis — Two-Class Problem
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Sentiment Analysis — Multi-Class Problem
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Emotion Analysis
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Emotion Analysis
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Major Approaches in Emotion Representation

Prediction
Problem

Psychology Model

discrete
emotions as instances

dimensional
emotions as compositions
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Regression  
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Ekman’s Basic Emotions

Source: http://ocw.mit.edu/courses/brain-and-cognitive-sciences/9-00sc-introduction-to-psychology-fall-2011/emotion-motivation/discussion-emotion/
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Representing Emotion — Wheel of Emotion

Source: https://en.wikipedia.org/wiki/Contrasting_and_categorization_of_emotions#/media/File:Plutchik-wheel.svg
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Major Approaches in Emotion Representation
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Valence-Arousal-Dominance
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Valence-Arousal
(Russell, 2003) high arousal

low arousal

high valencelow valence

happy

excitedtense

upset

sad

tired calm

serene
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Major Approaches in Emotion Representation
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Major Approaches in Emotion Representation
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Current Situation in Emotion Analysis

• Huge interest

• Very messy
– lack of agreed upon terminology
– no consensus w.r.t. emotion representation

• Consequences
– data sparsity
– lack of interoperability of datasets, tools and analyses

• But getting better
– shared tasks (SemEval 2018, 2019; WASSA 2017, 2018)
– growing awareness of psychological work
– work specifically aiming at enhancing interoperability 

e.g., Bostan & Klinger (COLING 2018); our own work
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Outline
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• Applications of emotion analysis in DH and CSS

• Dealing with lack of interoperability
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Measuring Organizational Emotion

• Collaboration with management and organization researchers

• Interest in anthropomorphic communication behavior of 

organizations (esp. targets, virtues, cognitive processes)

• Is this framework also applicable to emotions?

• Do enterprises communicate with a distinctive and persistent 

emotional profile? 

• Analysis of annual reports and corporate social responsibility 

(CSR) reports

(Buechel et al., WASSA 2016)
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Annual Reports

The updated Mercedes-Benz Sprinter appeals with a new design 

and a world first. The Sprinter is the first van series worldwide for which 

all models can be supplied with the ESP electronic stability program. 

The most important new model in 2002 was the 
Actros, which had its premiere at the International 
Auto Show (IAA) in Hanover and was well received by 
customers and automotive journalists. Its distinctive
characteristics are its more powerful engines, a new
axle and suspension concept, improved aerodynamics
and a redesigned driver’s cab. 

Mercedes-Benz Vans still leads the field
The Mercedes-Benz Vans business unit sold 236,600
vehicles worldwide in 2002, nearly matching the figure
for 2001. With a market share of 18% (2001: 19%) in the
segment of 2 to 6 metric tons, Mercedes-Benz Vans is
still the market leader in Western Europe. Whereas the
Sprinter was able to maintain its strong market position
in the heavy vans segment, in the segment of mid-size
vans the market share of the Vito decreased due to the
model changeover scheduled for 2003. 

In the spring of 2002, DaimlerChrysler introduced the
new Vaneo, which is positioned as a premium product 
in this segment. 

The updated Sprinter model was introduced at the
International Auto Show (IAA) in Hanover in September
2002. This new model is more attractive and, thanks
to longer service intervals, more economical. Another
new feature is the Electronic Stability Program (ESP).
DaimlerChrysler is the first vehicle manufacturer to offer
this system in this van segment. To strengthen its 
presence in the US van market in early 2003, Daimler-
Chrysler plans to offer the Sprinter, which has been 
sold successfully in the US under the Freightliner brand
name since the middle of 2001, as a Dodge brand 
vehicle as well. We also plan to launch the Sprinter in
Canada and Mexico. 

The licensing agreement with Volkswagen AG for 
the production of the Sprinter van by Volkswagen was
renewed to cover successor models as well. 
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Corporate Social Responsibility (CSR) Reports

McDonald‘s 2012/13
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Choosing an Emotion Representation

• Most of the documents are rather neutral

– fine-grained, „high-resolution“

• Exploratory study 

– unclear what emotion categories are most relevant

• Social science application

– interpretable outcome
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Corpus Description

• Countries: US, UK, Germany

• 30 companies per country  
(DIJA, FTSE 100, DAX)

• 1676 documents (2/3 AR, 1/3 CSR)

• Years 1992–2015

• Successor: JOCo (Händschke et al., ECONLP @ ACL 2018)
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Measuring Document Emotion: JEMAS

Available: 
https://github.com/JULIELab/JEmAS

(Buechel & Hahn, ECAI 2016)

(sunshine,  <8, 3, 5>)
(terrorism, <2, 7, 3>)
(calm,         <7, 2, 7>)

full text 
documents

linguistic 
normalization

BOW 
representation

emotion lexicon

VAD score 
calculation
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Results — Annual vs. CSR Reports
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Results — Emotional Profiling of Organizations
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• Statistical analysis revealed that…
– authoring company explains most of variability in VAD score
– VAD scores are rather time invariant

• Companies have distinct and persistent emotional profile



Invited Talk at IMS, Universität Stuttgart Stuttgart, November 26, 2018

Sven Buechel From Sentiment to Emotion 28

DH Application: Emotional Profiling in the DTA

Source and License: Charles Hackley via https://flic.kr/p/qSsjHA (CC-BY 2.0)
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Emotional Profiles of Literary Forms in the DTA
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Exploring Historical Word Emotions: heart

JeSemE.org
(Hellrich et al., COLING 2018)
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Interim Conclusion

• Great potential of emotion analysis for DH and CSS

• Fine-grained representations more informative than polarity

• Quite simple methodologies
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Outline

• Introduction

Ø Applications of emotion analysis in DH and CSS

• Dealing with lack of interoperability

• Dealing with data sparsity 

• Discussion and conclusion
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Emotion Representation Mapping

• How to compare JEmAS against previous work?

• Basic idea: find a mapping that converts VAD to BE scores

• Also interesting for psych. theory: what is the relationship 

between discrete and dimensional emotion representations?

• Psychologist already created double annotated lexicons for 

this reason!
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Emotion Representation Mapping 

Word Val Aro Dom Joy Ang Sadn Fear Disg
sunshine 7.3 3.2 6.8 4.1 1.3 1.2 1.1 1.3

terrorism 1.8 8.1 4.2 1.4 4.1 3.2 3.8 3.6

earthquake 1.9 8.3 1.9 1.2 3.2 3.8 4.3 2.7
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Emotion Representation Mapping 

Word Val Aro Dom Joy Ang Sadn Fear Disg
sunshine 7.3 3.2 6.8 4.1 1.3 1.2 1.1 1.3

terrorism 1.8 8.1 4.2 1.4 4.1 3.2 3.8 3.6

earthquake 1.9 8.3 1.9 1.2 3.2 3.8 4.3 2.7

MLfeatures prediction

ML featuresprediction

(Buechel & Hahn, ECAI 2016)
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Emotion Representation Mapping 

Word Val Aro Dom Joy Ang Sadn Fear Disg
sunshine 7.3 3.2 6.8 4.1 1.3 1.2 1.1 1.3

terrorism 1.8 8.1 4.2 1.4 4.1 3.2 3.8 3.6

earthquake 1.9 8.3 1.9 1.2 3.2 3.8 4.3 2.7

Map JEmAS output to BE — SOTA in three emotion categories!

MLfeatures prediction

ML featuresprediction

(Buechel & Hahn, ECAI 2016)
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Crosslingual Application

Word Val Aro Dom Joy Ang Sadn Fear Disg
sunshine 7.3 3.2 6.8 4.1 1.3 1.2 1.1 1.3

terrorism 1.8 8.1 4.2 1.4 4.1 3.2 3.8 3.6

earthquake 1.9 8.3 1.9 1.2 3.2 3.8 4.3 2.7

(Buechel & Hahn, EACL 2017, CogSci 2017, LREC 2018)

MLfeatures prediction

ML featuresprediction
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Crosslingual Application

Word Val Aro Dom Joy Ang Sadn Fear Disg
7.3 3.2 6.8 4.1 1.3 1.2 1.1 1.3

1.8 8.1 4.2 1.4 4.1 3.2 3.8 3.6

1.9 8.3 1.9 1.2 3.2 3.8 4.3 2.7

(Buechel & Hahn, EACL 2017, CogSci 2017, LREC 2018)

MLfeatures prediction

ML featuresprediction
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Crosslingual Application

Word Val Aro Dom Joy Ang Sadn Fear Disg
Sonnenschein 7.4 3.1 6.9 4.0 1.2 1.1 1.2 1.4

Terrorismus 1.8 8.2 4.1 1.5 4.0 3.1 3.9 3.7

Erdbeben 1.8 8.1 1.8 1.3 3.3 3.9 4.4 2.8

MLfeatures prediction

ML featuresprediction

(Buechel & Hahn, EACL 2017, CogSci 2017, LREC 2018)
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Comparison against Human Reliability

• Collected 8 double-annotated pairs of datasets (en, es, de, pl)

• New technique to allow for standardized comparison against 

split-half reliability

• Does the model agree more with gold data than two random 
groups of ten people would agree with each other?

Ø In over 50% of the cases (including cross-lingual setup): Yes!

(Buechel & Hahn, COLING 2018)
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Comparison against Human Reliability

• Collected 8 double-annotated pairs of datasets (en, es, de, pl)

• New technique to allow for standardized comparison against 

split-half reliability

• Does the model agree more with gold data than two random 
groups of ten people would agree with each other?

Ø In over 50% of the cases (including cross-lingual setup): Yes!

r1 r2 r3 r4 r5 r6
i1
i2
i3
i4
i5
i6

(Buechel & Hahn, COLING 2018)
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Comparison against Human Reliability

• Collected 8 double-annotated pairs of datasets (en, es, de, pl)

• New technique to allow for standardized comparison against 

split-half reliability

• Does the model agree more with gold data than two random 
groups of ten people would agree with each other?

Ø In over 50% of the cases (including cross-lingual setup): Yes!

r1 r4 r5
i1
i2
i3
i4
i5
i6

r2 r3 r6
i1
i2
i3
i4
i5
i6

(Buechel & Hahn, COLING 2018)
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Comparison against Human Reliability

• Collected 8 double-annotated pairs of datasets (en, es, de, pl)

• New technique to allow for standardized comparison against 

split-half reliability

• Does the model agree more with gold data than two random 
groups of ten people would agree with each other?

Ø In over 50% of the cases (including cross-lingual setup): Yes!

i1
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(Buechel & Hahn, COLING 2018)
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Comparison against Human Reliability

• Collected 8 double-annotated pairs of datasets (en, es, de, pl)

• New technique to allow for standardized comparison against 

split-half reliability

• Does the model agree more with gold data than two random 
groups of ten people would agree with each other?

Ø In over 50% of the cases (also in crosslingual setup): Yes!

(Buechel & Hahn, COLING 2018)
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Generating New Emotion Lexicons

• Identify VA(D) or BE lexicons which do not have 

complementary ratings for that language

• Apply models for prediction

• Gold quality

Ø New ratings for 13 languages, up to 13k entries each
(en, es, de, pl, it, nl, pt, zh, id, fr, gr, fn, sv)

(Buechel & Hahn, COLING 2018)
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Interim Conclusion II

• Multitude of competing emotion representation formats 
endangers interoperability

• Proposed emotion representation mapping

• Automatically converted ratings are as reliable as gold data 
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Outline

• Introduction

• Applications of emotion analysis in DH and CSS

Ø Dealing with lack of interoperability

• Dealing with data sparsity 

• Discussion and conclusion
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Outline

• Introduction

• Applications of emotion analysis in DH and CSS

• Dealing with lack of interoperability

Ø Dealing with data sparsity 

• Discussion and conclusion
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Two Popular Misconceptions about DL?

• Enormous data requirements
– cf. WASSA 2017 shared task

• Insufficient affective information in pre-trained embeddings
(Tang et al., 2014)

good

bad!
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Word Emotion Induction

Embeddings

ML featuresprediction

Word Val Aro Dom Joy Ang Sadn Fear Disg
sunshine ?? ?? ?? 4.1 1.3 1.2 1.1 1.3

terrorism ?? ?? ?? 1.4 4.1 3.2 3.8 3.6

earthquake ?? ?? ?? 1.2 3.2 3.8 4.3 2.7

ML
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Emotion Lexicons

• 11 data sets

• 1 to 14k entries

• 9 languages

Source ID Language Format # Entries
Bradley and Lang (1999) EN English VAD 1,034
Warriner et al. (2013) EN+ English VAD 13,915
Redondo et al. (2007) ES Spanish VAD 1,034
Stadthagen-Gonzalez et al. (2017) ES+ Spanish VA 14,031
Schmidtke et al. (2014) DE German VAD 1,003
Yu et al. (2016a) ZH Chinese VA 2,802
Imbir (2016) PL Polish VAD 4,905
Montefinese et al. (2014) IT Italian VAD 1,121
Soares et al. (2012) PT Portuguese VAD 1,034
Moors et al. (2013) NL Dutch VAD 4,299
Sianipar et al. (2016) ID Indonesian VAD 1,490

Table 1: Emotion lexicons used in our experiments (with their bibliographic source, identifier, language they refer
to, emotion representation format, and number of lexical entries they contain).

Word Valence Arousal Dominance
sunshine 8.1 5.3 5.4
terrorism 1.6 7.4 2.7
orgasm 8.0 7.2 5.8

Table 2: Three sample entries from Warriner et al.
(2013). They use 9-point scales ranging from 1
(most negative/calm/submissive) to 9 (most posi-
tive/excited/dominant).

WORD2VEC (with its variants SGNS and CBOW)
features an extremely trimmed down neural
network (Mikolov et al., 2013). FASTTEXT is
a derivative of WORD2VEC, also incorporating
sub-word character n-grams (Bojanowski et al.,
2017). Unlike the former two algorithms which
fit word embeddings in a streaming fashion,
GLOVE trains word vectors directly on a word
co-occurrence matrix under the assumption to
make more efficient use of word statistics (Pen-
nington et al., 2014). Somewhat similar, SVDPPMI
performs singular value decomposition on top of
a point-wise mutual information co-occurrence
matrix (Levy et al., 2015).

In order to increase the reproducibility of our
experiments, we rely on the following widely
used, publicly available embedding models trained
on very large corpora (summarized in Table 3):
the SGNS model trained on the Google News cor-
pus2 (GOOGLE), the FASTTEXT model trained
on Common Crawl3 (COMMON), as well as the
FASTTEXT models for a wide range of languages
trained on the respective Wikipedias4 (WIKI).

2
https://code.google.com/archive/p/

word2vec/

3
https://fasttext.cc/docs/en/

english-vectors.html

4
https://github.com/facebookresearch/

fastText/blob/master/pretrained-vectors.

md

Note that WIKI denotes multiple embedding mod-
els with different training and vocabulary sizes
(see Grave et al. (2018) for further details). Ad-
ditionally, we were given the opportunity to reuse
the English embedding model from Sedoc et al.
(2017) (GIGA), a strongly related contribution (see
below). Their embeddings were trained on the En-
glish Gigaword corpus (Parker et al., 2011).

Word-Level Prediction. One of the early ap-
proaches to word polarity induction which is
still popular today (Köper and Schulte im Walde,
2016) was introduced by Turney and Littman
(2003). They compute the polarity of an unseen
word based on its point-wise mutual information
(PMI) to a set of positive and negative seed words,
respectively.

SemEval-2015 Task 10E featured polarity in-
duction on Twitter (Rosenthal et al., 2015). The
best system relied on support vector regression
(SVR) using a radial base function kernel (Amir
et al., 2015). They employ the embedding vec-
tor of the target word as features. The results of
their SVR-based system were beaten by the DEN-
SIFIER algorithm (Rothe et al., 2016). DENSIFIER
learns an orthogonal transformation of an embed-
ding space into a subspace of strongly reduced di-
mensionality.

Hamilton et al. (2016) developed SENTPROP, a
graph-based, semi-supervised learning algorithm
which builds up a word graph, where vertices cor-
respond to words (of known as well as unknown
polarity) and edge weights correspond to the sim-
ilarity between them. The polarity information is
then propagated through the graph, thus comput-
ing scores for unlabeled nodes. According to their
evaluation, DENSIFIER seems to be superior over-
all, yet SENTPROP produces competitive results
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Model Details

1 2 3 . . . 300

1 2 3 . . . 256

1 2 . . . 128

1 2 3
output layer

a�ne transformation

two hidden layers
shared across VAD

.5 dropout
LReLU activation

embedding layer
.2 dropout

1
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Word Embeddings

• All languages: FastText vectors trained on Wikipedias
(Graves et al., LREC’18)

• English
– Google News (SGNS, 100B)
– Common Crawl (FastText, 600B)

• Not updated during training
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Experimental Setup

• Compare our model against 5 reference methods
– Linear regression baseline
– Similarity to seed words (Turney & Littman, 2003)
– Densifier (Rothe & Schütze, 2016)
– Ridge regression (Li et al., 2017)
– Boosted MLP (Du & Zhang, 2016)

• Evaluate on 11 data sets

• 3 distinct embedding models for English 



Invited Talk at IMS, Universität Stuttgart Stuttgart, November 26, 2018

Sven Buechel From Sentiment to Emotion 56

New State-of-the-Art Results

Mean over all conditions

Linear Regression

Turney & Littman (2003)

Rothe & Schütze (2016)

Li et al. (2017)

Du & Zhang (2016)

Our Work

0.5 0.575 0.65 0.725 0.8

0.73

0.68

0.66

0.61

0.61

0.64

• Very close to human performance (SHR and ISR)

• Word embeddings do not contain affective information???

***

(Buechel & Hahn, NAACL 2018)
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Sentence-Level EA in Small Datasets

• How much gold data is needed for sentence-level prediction?

• Chose four datasets
– between 192 and 1000 instances
– English, Polish, Portuguese
– VAD and BE

• Same embeddings models as last study

(Buechel et al., arXiv 2018)
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Small Sized Models of Different Architectures

• Baseline
– BoW Ridge Regression
– Bag-of-Vectors Ridge Regression

• DL models:

Model Filters Recurrent 1st Dense 2nd Dense
FFN - - 256 128

CNN 128 - 128 -

GRU - 128 128 -

LSTM - 128 128 -

CNN-LSTM 128 128 128 -
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Results
• All DL systems did surprisingly well on all datasets 

• GRU performed best by 1%-pt over all datasets

• Beats (weak) IAA and previous SOTA on SemEval 2007 data

0 10 20 30 40 50 60 70

Original Winning System
(Chaumartin, 2007)

IAA

SOTA (Beck,  IJCNLP 2017)

Our GRU

Performance in Pearon's r on SemEval 2007 data

(Buechel et al., EMNLP 2018, arXiv 2018)
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Influence of Training Size on Performance

• GRU feasible down to 300 samples

• CNN and FFN feasible down to 100 samples

Jo
y

An
ge

r
Sa

dn
es

s
Fe

ar

Di
sg

us
t

Su
rp

ris
e

M
ea

n

WINNER .23 .32 .41 .45 .13 .17 .28
IAA .60 .50 .68 .64 .45 .36 .54
BECK .59 .65 .70 .74 .54 .47 .62
GRU .60 .70 .75 .77 .61 .53 .66

Table 5: Comparison of previously reported results, hu-
man performance (IAA), and our proposed GRU model
on the SE07 data set in Pearson’s r.

(see Table 4). Overall, the DL approaches yield a
satisfying performance of at least r=.6 as average
over all corpora, despite the small data size. All of
them massively outperform Ridgengram which rep-
resents more conventional methodologies popular
before the wide adaptation of embedding- and DL-
based approaches. The results are especially good
for GRU, LSTM, CNN-LSTM and FFN, each one
with an average performance of r�.64. Overall,
the GRU performs best—being superior in all but
one condition where the FFN comes out on top.
Perhaps surprisingly, also RidgeBV performs very
competitive. Given its low computational cost and
its robustness across data sets, our results indicate
that this model constitutes an excellent baseline.
It also suggests that the high quality of the pre-
trained embedding models may be one of the key-
factors for our generally very strong results be-
cause RidgeBV heavily relies on lexical signals. In
line with that, we found in a supplemental exper-
iment that not using pre-trained embeddings but
instead learning them during training significantly
reduces performance, e.g., by over 15%-points for
the GRU on SE07.

We now compare our best performing model
against previously reported results for the SE07
corpus. Table 5 provides the performance of the
winning system of the original shared task (WIN-
NER; Chaumartin (2007)), the IAA as reported by
the organizers (Strapparava and Mihalcea, 2007),
the performance by Beck (2017), the highest one
reported for this data set so far (BECK), as well as
the results of our GRU from the 10⇥10-CV.

As can be seen, the GRU established a new
state-of-the-art result and even achieves super-

human performance. This may sound improbable
at first glance. However, Strapparava and Mihal-
cea (2007) employ a rather weak notion of human
performance which is—broadly speaking—based
on the reliability of a single human rater.5

5 Instead, other approaches to IAA computation for nu-
merical values, such as split-half or inter-study reliability,

Figure 1: Comparison of model performance vs. train-
ing size on the SE07 data set in Pearson’s r (results for
training sizes 800 and 900 not shown).

Interestingly, the GRU shows particularly large
improvements over human performance for cate-
gories where the IAA is low (anger, disgust, and
surprise) which might be an effect of the additional
supervision introduced by multi-task learning.

Training Size vs. Model Performance. In our
last analysis, again focusing on the SE07 corpus,
we examine the behavior of our full set of mod-
els when varying the amount of training data. For
each number N2{1, 10, 20, ..., 100, 200, ..., 900},
we randomly sampled N instances of the entirety
of the corpus for training and tested on the held
out data. This procedure was repeated 100 times
for each of the training data sizes before averag-
ing the results. Each of the models was evaluated
with the identical data splits. The outcome of this
experiment is depicted in Figure 1.

As can be seen, recurrent models suffer only a
moderate loss of performance down to a third of
the original training data (about 300 observations).
The CNN, FFN and RidgeBV model remain sta-
ble even longer—their performance only begins to
decline rapidly at about 100 instances. Astonish-
ingly, the CNN achieves human-performance even
with as little 200 training samples. In contrast,
RidgenGram declines more steadily yet its overall
performance on larger training sets is much lower.

5 Conclusion

We provided the first examination of DL for emo-
tion analysis under extreme data limitations. We
compared popular architectures such as GRU and

constitute a more challenging comparison since they are
based on the reliability of many raters, not one (Mohammad
and Bravo-Marquez, 2017a; Buechel and Hahn, 2018).

(Buechel et al., arXiv 2018)
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Outline

• Introduction

• Applications of emotion analysis in DH and CSS

• Dealing with lack of interoperability

Ø Dealing with data sparsity 

• Discussion and conclusion
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Outline

• Introduction

• Applications of emotion analysis in DH and CSS

• Dealing with lack of interoperability

• Dealing with data sparsity 

Ø Discussion and conclusion
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Applications of Emotion Analysis

• Emotion more expressive than sentiment

• Advantageous in interdisciplinary applications

• VA(D) seems quite feasible
– general purpose

– easy to visualize

– good value for money
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Dealing with Lack of Interoperability

• Many different emotion representation formats 

• Endanger interoperability of tools, datasets, and analyses

• Emotion representation mapping tackles this problem by 

allowing to convert between formats 

• Mapped gold data is as reliable as actual gold data, probably 

even in cross-lingual applications
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Dealing with Data Sparsity

• Turns out to be surprisingly unproblematic

• Multi-task learning helps a bit

• Small models and strong, pre-trained embeddings

• Word embeddings contain plenty of affective information

(as opposed to popular claims in the literature)



Invited Talk at IMS, Universität Stuttgart Stuttgart, November 26, 2018

Sven Buechel From Sentiment to Emotion 66

From Sentiment to Emotion: 

Challenges of a More Fine-Grained Analysis of 

Affective Language

Sven Buechel

Slides: https://julielab.de/downloads/publications/slides/buechel_invited_ims_2018.pdf

Jena University Language and Information Engineering (JULIE) Lab 

Friedrich-Schiller-Universität Jena,

Jena, Germany 

https://julielab.de
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Backup Slides
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Introduction: Sentiment and Emotion
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NLP before Sentiment Analysis

• High-level NLP tasks used to be centered around facts
• information/relation extraction

• document classication

• semantic parsing

• natural language inference

• Then, around 2000, something happend...
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Growing Interest in Subjective Language

semantic polarity of words
(Hatzivassiloglou & McKeown, 1997)

evaluative statements
(Pang et al., 2002)

expression of feelings

good fantastic
great

poor
mediocre

boring

The pizza was great!

The service was aweful...

I just love the peace and quietness  after a summer rain.

I hate John Doe, he has a terrible sense of humor. 
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Different „flavors“ of sentiment analysis

• Polarity prediction (SA as „document classification“)

• Aspect-based

• Opinion holder and target identification

• Related task: detecting subjectivity, irony, empathy, hate 

speech, offensive language
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Application Domains

• Product reviews / analytics
– Restaurant (Yelp)

– Online retailers (Amazon)

– Movies (RottenTomatoes, IMDB)

• Social media (esp. Twitter)
– Political science

– Public relations

– Stock market prediction
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Positive Activation – Negative Activation (PANA)
(Watson & Tellegen, 1985) high arousal

low arousal

high valencelow valence

high positive activation

low positive activation

high negative activation

low negative activation
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Lövheim Cube of Emotion
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Annotation Cost vs. Expressiveness

Expressiveness

A
nn

ot
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Co
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binary polarity

ternary polarity

numerical Plutchik

class-based Ekman

numerical Ekman

class-based Plutchik VA

VAD
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Arguments in Favor of Dimensional Models

• Good value for money

• General purpose (one set of variables fits all use cases)

• Large overlap with psychology

• Interpretability
– Intuitive to understand (in contrast to PANA, Lövheim)

– Nice visualizations
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Organizational Emotion 
(WASSA, ECONLP)
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JOCO Corpus Statistics

• 280M Tokens (for comparison: BNC has 100M),

• 5K reports

• Equal distribution by country

• 250K tokens of annual vs. 35K tokens of CSR reports
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Results — Organizational Writing vs. News Topics

• Based on Reuters Corpus Volume 1 (RCV1)

• 800k newswire documents

• Hierarchy of 103 topic codes
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Historical Emotions
(LT4DH, DH, COLING)
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Methodological Framework

lexicon

lexicon
adapt + expand apply for emotion analysis

modern historically 
adapted

historical
text
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Target Corpus: DTA
Im DTA verfügbare Werke

nach Genre und Dekade

Belletristik Gebrauchsliteratur Wissenschaft
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• 1st third shows different genre distribution

• Individual decades comprise too little text

Ø Aggregate 30-years slices

Ø Select 1690-1899 (~ 1k documents, 7 slices)
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Target Corpus: DTA
Im DTA verfügbare Werke

nach Genre und Dekade

Belletristik Gebrauchsliteratur Wissenschaft

1
6
0
1
ff
.

1
6
1
1
ff
.

1
6
2
1
ff
.

1
6
3
1
ff
.

1
6
4
1
ff
.

1
6
5
1
ff
.

1
6
6
1
ff
.

1
6
7
1
ff
.

1
6
8
1
ff
.

1
6
9
1
ff
.

1
7
0
1
ff
.

1
7
1
1
ff
.

1
7
2
1
ff
.

1
7
3
1
ff
.

1
7
4
1
ff
.

1
7
5
1
ff
.

1
7
6
1
ff
.

1
7
7
1
ff
.

1
7
8
1
ff
.

1
7
9
1
ff
.

1
8
0
1
ff
.

1
8
1
1
ff
.

1
8
2
1
ff
.

1
8
3
1
ff
.

1
8
4
1
ff
.

1
8
5
1
ff
.

1
8
6
1
ff
.

1
8
7
1
ff
.

1
8
8
1
ff
.

1
8
9
1
ff
.

1
9
0
1
ff
.

0

50

100

150
W
e
r
k
e

D
o

cu
m

e
n

ts

1600s 1700s 1800s 1900s

AcademiaFunctionalBelles lettres

• 1st third shows different genre distribution

• Individual decades comprise too little text

Ø Aggregate 30-years slices

Ø Select 1690-1899 (~ 1k documents, 7 slices)

h
ttp

://w
w

w
.d

e
u

tsch
e

s-te
xta

rch
iv.d

e
/d

o
ku

/te
xta

u
sw

a
h

l



Invited Talk at IMS, Universität Stuttgart Stuttgart, November 26, 2018

Sven Buechel From Sentiment to Emotion 85

Distinction of Academic Subclasses
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Development of Literary Forms (1690-1719)
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Development of Literary Forms (1720-1749)
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Development of Literary Forms (1750-1779)
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Development of Literary Forms (1780-1809)
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Development of Literary Forms (1810-1839)
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Development of Literary Forms (1840-1869)
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Development of Literary Genres (1870-1899)
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Emotion Representation Mapping
(ECAI, EACL, CogSci, LREC, COLING)



Invited Talk at IMS, Universität Stuttgart Stuttgart, November 26, 2018

Sven Buechel From Sentiment to Emotion 94

Results of JEmAS

• Outperforms all systems but one 
(10 reference systems in total)

– 1st r ≈ .448 Staiano & Guerini (2014)
– 2nd r ≈ .419 Our System
– 3rd r ≈ .356 Neviarouskaya et al. (2011)

• State-of-the-art in 3 out of 6 emotional categories

(Buechel & Hahn, ECAI 2016)
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Crowdsourcing a Large-Scale VAD Corpus

• EmoBank (Buechel & Hahn, EACL 2017)

• 10k sentences with VAD annotation from [1, 5]

• Comes with two kinds of double-annotation
– Each sentence is annotated according to reader and writer perspective 

(pilot study was not fully conclusive (Buechel & Hahn, LAW 2017))
– A subset (around 1.2k) has previously been annotated for BE5

(Strapparava & Mihalcea, SemEval 2007)

• Compare performance of EmoMap against IAA
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IAA in the SemEval Dataset

Rater 1 Rater 2 Rater 3

Item 1

Item 2

Item 3

Item 4

• For each rater
– compute average annotation of remaining raters
– compute correlation between this rater and average annotation

• Average over all raters

• Weak point of comparison because based on single human
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Split-Half Reliability

r1 r2 r3 r4 r5 r6
i1
i2
i3
i4
i5
i6

• Correlation-based (numerical values)

• Increasingly popular within CL (Mohammad et al.)
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Split-Half Reliability

r1 r4 r5
i1
i2
i3
i4
i5
i6

r2 r3 r6
i1
i2
i3
i4
i5
i6

• Correlation-based (numerical values)

• Increasingly popular within CL (Mohammad et al.)
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Split-Half Reliability

i1
i2
i3
i4
i5
i6

i1
i2
i3
i4
i5
i6

• Correlation-based (numerical values)

• Increasingly popular within CL (Mohammad et al.)
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Spearman-Brown Adjustment

• SHR heavily influenced by number of raters thus not 
comparable between studies

• Solution: Spearman-Brown Adjustment, estimates reliability 
r* if number of raters was increased by factor k

important difference between SHR and ISR is that the former is computed on a single data set whereas
the latter requires two different data sets with overlapping items. On the other hand, ISR can be computed
on the final ratings alone, whereas SHR requires knowledge of the judgments of the individual raters.
Most often, these individual ratings are not distributed. Yet, luckily, SHR values are commonly reported
when publishing emotion lexicons (see below).

Still, both SHR and ISR—as well as other popular approaches to reliability estimation for numerical
emotion scores, e.g., the leave-one-out approach presented by Strapparava and Mihalcea (2007)—are
heavily influenced by the number of participants of a study. For SHR, this is intuitively clear because
with enough subjects, both groups should yield reliable estimates of the true population mean ratings,
leading to very high correlation values between the groups. As a result, by splitting the number of raters
into two groups for the SHR estimate, this technique will on average produce lower correlation values
than if the study was repeated with the full number of participants and correlation between the first and
second study had been computed (test-retest reliability). To counterbalance this effect, when reporting
SHR values, authors often turn to Spearman-Brown adjustment (SBA; Vet et al. (2017)), a technique
which estimates the reliability r⇤ of a study if the number of subjects was increased by the factor k:

r⇤ :=
k r

1 + (k � 1) r
(5)

were r is the empirically measured SHR and k is set to 2 for the use case discussed above (virtually
doubling the number participants).

Since some authors of the data sets in Table 1 apply SBA while others do not, the reported SHR values
must be normalized to guarantee a consistent evaluation. Going one step further, we can even apply
SBA to normalize the reported values with respect to the number of participants in a given study, thus
establishing an even more consistent ground for evaluation.

Val Aro Dom Joy Ang Sad Fea Dsg
en 1 — — — — — — — —
en 2 .914 .689 .770 — — — — —
es 1 — — — .915 .889 .915 .889 .864
es 2 .839 .730 .730 .915 .915 .915 .889 .889
es 3 .880 .750 — .754 .786 .818 .802 .739
de 1 — — — — — — — —
pl 1 .928 .630 — .884 .802 .821 .821 .802
pl 2 .935 .679 .725 .884 .802 .821 .821 .802

Table 3: Normalized split-half reliabilities for VAD and
BE5 for the data sets used in our experiments. “—” indi-
cates that reliability has not been reported.

We chose the normalized number of
participants to be 20, i.e., the adjusted
scores (reported in Table 3) estimate
the empirical SHR values, if the given
study was conducted with 20 participants
(the average correlation between two ran-
domly assigned groups of 10 raters). Nor-
malization was conducted by applying
Equation (5) to the reported values with
k := N⇤/N , if SBA was not already ap-
plied, or k := N⇤/(2 ⇥ N), if SBA was
already applied to the reported values; N
being the actual number of participants
and N⇤ := 20 being the normalized number of participants.

It is important to note that the decision for N⇤ = 20 is necessarily arbitrary, to some degree, with
higher SHR estimates arising from higher values of N⇤. However, 20 raters are often used in psycho-
logical studies (Warriner et al., 2013; Stadthagen-Gonzalez et al., 2017b), while being way higher than
the number of raters typically used in NLP for emotion annotation, both for the word and sentence level
(Yu et al., 2016a; Strapparava and Mihalcea, 2007). Thus, we argue that this choice constitutes a rather
challenging line of comparison for our system.

Since model performance will be measured in terms of Pearson correlation (see above), the perfor-
mance figures achieved on the gold data can be compared with the adjusted SHR (also based on correla-
tion). We can interpret cases where the former outperforms the latter as the model agreeing more with the
gold data than two random groups of ten annotators would agree with each other. Thus, for these cases
we say our model achieves super-human performance, as it cannot be expected that a well-conducted
annotation study leads to more reliable results.
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Comparison against Human Reliability

• Compare model performance against adjusted SHR for 20 

raters (arbitrarily chosen but tough comparison) 

• Outperforming adjusted SHR:

Model agrees more with gold data than two random groups 
of ten people would agree with each other.



Invited Talk at IMS, Universität Stuttgart Stuttgart, November 26, 2018

Sven Buechel From Sentiment to Emotion 102

Comparison against Human Performance

• „Monolingual“ Evaluation: 10-CV on one pair of datasets

• „Crosslingual“ Evaluation: fixed test set, train on all other 
languages

Abbrev. VA(D) BE5 Dom? Overlap
en 1 Bradley and Lang (1999) Stevenson et al. (2007) 3 1,028
en 2 Warriner et al. (2013) Stevenson et al. (2007) 3 1,027
es 1 Redondo et al. (2007) Ferré et al. (2017) 3 1,012
es 2 Hinojosa et al. (2016b) Hinojosa et al. (2016a) 3 875
es 3 Stadthagen-Gonzalez et al. (2017b) Stadthagen-González et al. (2017a) 7 10,491
de 1 Võ et al. (2009) Briesemeister et al. (2011) 7 1,958
pl 1 Riegel et al. (2015) Wierzba et al. (2015) 7 2,902
pl 2 Imbir (2016) Wierzba et al. (2015) 3 1,272

Table 1: Data sets used in our experiments; with abbreviation (including language code according to
ISO 639-1), the bibliographic sources of the VA(D) and BE5 ratings, information on whether Dominance
is included and the number of overlapping entries.

Word Emotion Induction. Automatically constructing such word-level emotion data sets has been a
focus of NLP-based sentiment analysis studies from the beginning. In fact, the problem to automatically
predict polarity or emotion scores for a given word based on some linguistic features—often referred to
as Word Emotion Induction (WEI)—is already dealt with in the seminal work of Hatzivassiloglou and
McKeown (1997). At first, the features taken into account were typically derived from co-occurrence or
terminology-based similarity with a small set of seed word with known emotional scores (Turney and
Littman, 2003; Esuli and Sebastiani, 2005). Nowadays, these features are almost completely replaced
by word embeddings, i.e., dense, low-dimensional vector representations of words that are trained on
large volumes of raw text in an unsupervised manner. WORD2VEC (Mikolov et al., 2013), GLOVE
(Pennington et al., 2014) and FASTTEXT (Bojanowski et al., 2017) are among today’s most popular
algorithms for generating embeddings.

WEI algorithms constitute a natural baseline for ERM because, first, they produce the same out-
put (emotion ratings for words according to some emotion representation format), yet their predictions
are based on expressively weaker features (word embeddings instead of emotion ratings for the same
word but in another format), thus constituting a harder task. Second, they form the currently prevailing
paradigm for the automatic construction of emotion lexicons (Köper and Schulte im Walde, 2016; Shaikh
et al., 2016), a problem for which ERM offers a promising alternative.

Word V A D J A S F D
sunshine 8.1 5.3 5.4 4.3 1.2 1.3 1.3 1.2
terrorism 1.6 7.4 2.7 1.1 3.0 3.4 4.1 2.5
orgasm 8.0 7.2 5.8 4.3 1.3 1.3 1.4 1.2

Table 2: Three lexical items and their emotion val-
ues in VAD (second column group) and BE5 (third
column group) format. VAD scores are taken from
Warriner et al. (2013), BE5 scores were automatically
derived (see Section 4.4).

Emotion Representation Mapping. In con-
trast to WEI, ERM is based on the condition
that the pairs of data sets in Table 1 are com-
plementary in the sense that, when combining
these lexicons, a subset of their entries are then
encoded in both emotion formats, i.e., VA(D)
and BE5. This condition is illustrated for three
lexical items in Table 2.

Although such complementary data sets
have been available for quite some time, ERM
has only recently been introduced to NLP by
Buechel and Hahn (2016) in order to compare a newly proposed VAD-based prediction system against
previously established results on Basic Emotion gold standards. In a follow-up study, Buechel and Hahn
(2017b) devised EMOBANK, a VAD-annotated corpus which, in part, also bears BE5 ratings on the
sentence level. They found that both kinds of annotation were highly predictive for each other using a
k-Nearest-Neighbor approach. In later studies, they examined the potential of ERM as a substitute for
manual annotation of lexical items, also in cross-lingual settings (Buechel and Hahn, 2017a; Buechel
and Hahn, 2018a). Although their evaluation was limited in expressiveness, they already found evidence
that ERM may be comparable to human performance in terms of the quality of the resulting ratings.

Similar work has, to the best of our knowledge, only been done in the psychology domain. How-
ever, related work from this area does not target the goal of predictive modeling (Stevenson et al., 2007;
Pinheiro et al., 2017). In both contributions, linear regression models were fitted to predict VAD di-
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Results: Monolingual

• Outperforming human reliability in 66% of cases

cat2dim dim2cat
WEI LR KNN FFNN WEI LR KNN FFNN

en 1 .685 .841 .840 .853** .818 .844 .868 .877*
en 2 .741 .827 .828 .843*** .821 .829 .852 .858***
es 1 .709 .856 .855 .869*** .775 .804 .849 .853

es 2 .600 .823 .828 .844*** .797 .863 .882 .889*
es 3 .713 .799 .796 .804*** .743 .776 .820 .826***
de 1 .758 .819 .827 .837** .701 .669 .698 .712

pl 1 .681 .858 .870 .875** .707 .844 .848 .855***
pl 2 .619 .803 .814 .825** .697 .820 .834 .839**
Avg. .688 .828 .832 .844 .757 .806 .831 .839

(a) Results of the monolingual experiment for the WEI base-
line, two reference methods (LR and KNN) as well as our FFNN
model in Pearson r. Best result per data set and emotion format in
bold, second best result underlined; significant difference (paired
two-tailed t-test) over the second best system marked with “*”,
“**”, or “***” for p < .05, .01, or .001, respectively.

Val Aro Dom Joy Ang Sad Fea Dsg
en 1 .969 .741 .848 .962 .876 .871 .873 .805
en 2 .964 .704 .861 .942 .868 .821 .860 .799
es 1 .974 .771 .863 .957 .854 .833 .869 .752
es 2 .986 .828 .720 .977 .913 .867 .878 .807
es 3 .915 .692 — .846 .839 .857 .842 .744
de 1 .929 .745 — .894 .778 .644 .785 .461
pl 1 .963 .787 — .946 .872 .826 .805 .826
pl 2 .947 .768 .760 .935 .844 .805 .790 .819
Avg. .956 .754 .810 .932 .855 .816 .838 .752

(b) Results of the monolingual experiment per affective dimen-
sion in Pearson r. Color indicates outperforming human SHR
( blue ), being outperformed ( red ) or SHR not being reported
(white; “—” meaning that the respective variable is not included).

Table 4: Results of the monolingual experiment.

As can be seen, all of the ERM
approaches (LR, KNN, FFNN) per-
form more than 10%-points bet-
ter than the state of the art in
word emotion induction (WEI) for
VAD prediction and at least about
5%-points better for BE5 predic-
tions (on average over all data sets
and affective variables). This find-
ing already strongly suggests that
ERM is the superior approach for
automatic lexicon creation, given
that the required data are avail-
able. This might be especially use-
ful in situations where, say, large
VAD but only small BE5 lexicons
are available for a given language
(see Section 4.4). Regarding the
ordering of the ERM approaches,
KNN outperforms LR in almost
all cases. The advantage is more
pronounced for mapping dim2cat
(2.5%-points difference on aver-
age) than cat2dim (.4%-points dif-
ference). On top of that, our pro-
posed FFNN model outperforms
KNN by a 1.2%-point margin for
cat2dim and a .8%-point margin for
dim2cat (again as average over all
data sets) performing best on each
single data set. Regarding the 16
cases of Table 4a (8 data sets times two mapping directions), the performance gain of FFNN compared
to the respective second best system is statistically significant13 in all but 2 cases. The differences be-
tween the individual ERM approaches might appear quite small, yet become a lot more meaningful
considering the proximity to human annotation capabilities as discussed in the following paragraphs.

Table 4b displays the performance figures of the FFNN model relative to each affective variable. As
can be seen, among VAD, Valence is the easiest dimension to predict (r = .956 on average over all
data sets) whereas for Arousal the performance is worst . Similarly, for BE5, Joy obtains the best values
(r = .932) and Disgust is the hardest to predict. Interestingly, the overall ordering of performance within
the two formats is consistent with the ordering of human reliability (see Table 3).

Comparing our system performance against human SHR (based on 20 participants per study; see
Section 3.4), again our approach seems to be highly reliable (color coding of Table 4b). In particular,
ERM using the FFNN model outperforms SHR in over half of the applicable cases (25 of 38). For
mapping cat2dim it surpasses human reliability in all but 2 cases whereas when mapping dim2cat the
reported SHR is surpassed in over half of the cases (14 out of 25).

This result, astonishing as it might appear, is yet consistent with findings from previous work which,
in turn, were based on ISR (not on SHR) data (Buechel and Hahn, 2017a; Buechel and Hahn, 2018a). We
conclude that in the monolingual set-up, ERM using the FFNN model substantially outperforms current
capacities in word emotion induction and is even more reliable than a medium sized human rating study.
Thus these automatically produced ratings should be cautiously attributed gold standard quality.

13Paired two-tailed t-tests based on the 10 train/test splits during cross-validation; p < .05.
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Results: Cross-Lingual

• Outperforming human reliability in 54% of cases

4.3 Crosslingual Representation Mapping

Val Aro Joy Ang Sad Fea Dsg
en 1 .966 .683 .955 .858 .838 .817 .781
en 2 .956 .642 .934 .855 .810 .791 .800
es 1 .973 .692 .951 .786 .802 .782 .682
es 2 .985 .735 .974 .881 .860 .835 .787
es 3 .908 .548 .839 .821 .850 .807 .728
de 1 .927 .708 .889 .767 .618 .760 .458
pl 1 .957 .666 .937 .848 .784 .745 .801
pl 2 .938 .720 .932 .816 .785 .751 .809
Avg. .951 .674 .926 .829 .793 .786 .731

Table 5: Results of crosslingual experiment in Pearson
r. Color indicates outperforming human SHR ( blue ),
being outperformed ( red ) or SHR not being reported
(white).

In the crosslingual set-up, we make use of
the fact that our model does not rely on any
language-specific information, since the cat-
egories/dimensions describe supposedly uni-
versal affective states rather than linguistic
entities. Thus, models trained on one lan-
guage could, in theory, be applied to another
one without any need for adaptation. This ca-
pability comes in handy when only data sets
according to one emotion format exist for a
given language. In such cases we could still
train our model on data available for other
languages and use it to produce new ratings
for the language in focus. This section aims
at estimating the performance of lexicons de-
rived in this manner.

For each of the data sets in Table 1, we trained FFNN models to map cat2dim and dim2cat, respec-
tively. We trained on each gold lexicon that did not cover the language of the data set under scrutiny
(e.g., for testing on en 1, the models were trained on all Spanish, Polish and German data sets, but not
on en 2). Since this set-up leads to fixed train and test sets, we did not perform cross-validation. For
comparability between data sets, the Dominance dimension was excluded for this experiment.

Overall, the results remained astonishingly stable compared to the monolingual set-up, with perfor-
mance figures for Valence and Joy dropping by less than 1%-point on average over all data sets (see
Table 5). Also, Anger, Sadness, Fear and Disgust only suffer a moderate decrease of about 5%-points at
most—only the performance of Arousal decreased more than that.

A possible explanation for these strong results is the marked increase in the amount of training data
that comes along with training on the majority of the available data (independent of language). This
circumstance seems to counterbalance much of the negative effects that may arise in this crosslingual
applications.

In comparison to SHR, the ERM approach still turns out to work quite well. Regarding VA, we
outperform human reliability in 8 of 10 cases. Concerning BE5, SHR was beaten in about half of the
cases (11 of 25). We conclude that, although the capability of our mapping approach suffers a bit in the
crosslingual set-up, it still produces very accurate predictions and can thus be attested near gold quality,
at least.

4.4 Automatic Lexicon Construction for Diverse Languages

After the positive evaluation of the FFNN model for ERM, the last bit of our contributions is to apply
the created models to a wide variety of data sets which so far bear emotion ratings for one format only
(either VA(D) or BE5). Based on the experiments reported so far, we claim that these have gold quality
(for the monolingual approach, Section 4.2) or near-gold quality (for the crosslingual approach, Section
4.3).

For the monolingual approach, we train our model on the data set on which we achieved the highest
performance in Section 4.2 for the respective language (assuming this hints at particularly “clean” data).
In contrast, in the crosslingual set-up, training data are acquired by concatenating all the available data
sets from Table 1 (consequently ignoring Dominance for compatibility).

Table 6 lists the emotion lexicons constructed in this manner together with their most important char-
acteristics. The number of new ratings ranges from almost 13,000 (for English) and 10,500 (for Spanish),
over several thousands (for Dutch, Chinese and Polish, ) and around 1,500–1,000 (for Indonesian, Italian,
Portuguese, Greek, French and German) to 200–100 (for Finnish and Swedish). For illustration, Table 2
displays three entries of the English BE5 lexicon, the largest one we constructed.



Invited Talk at IMS, Universität Stuttgart Stuttgart, November 26, 2018

Sven Buechel From Sentiment to Emotion 105

How Important is Dominance anyway?

Not very!
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Newly Generated Emotion Ratings5 Conclusion

Mth Lng Format Source #Words
m en BE5 Warriner et al. (2013) 12,884
m es VAD Stadthagen-González et al. (2017a) 10,489
m de BE5 Võ et al. (2009) 944
m pl BE5 Imbir (2016) 3,633
c it BE5 Montefinese et al. (2014) 1,121
c pt BE5 Soares et al. (2012) 1,034
c nl BE5 Moors et al. (2013) 4,299
c id BE5 Sianipar et al. (2016) 1,487
c zh BE5 Yu et al. (2016a); Yao et al. (2017) 3,797
c fr BE5 Monnier and Syssau (2014) 1,031
c gr BE5 Palogiannidi et al. (2016) 1,034
c fn BE5 Eilola and Havelka (2010) 210
c sv BE5 Davidson and Innes-Ker (2014) 99

Table 6: Overview of automatically constructed emotion lexi-
cons; mapping methodology (monolingual or crosslingual), lan-
guage (codes according to ISO 639-1), target emotion format,
source lexicon of the mapping process and number of previously
unknown ratings (excluding those present in other lexicons).

In this paper, we addressed the rel-
atively new task of emotion repre-
sentation mapping. It aims at trans-
forming emotion ratings for lexical
units from one emotion representa-
tion format into another one, e.g.,
mapping from Valence-Arousal-
Dominance representations to Ba-
sic Emotion ones. Based on a
large-scale evaluation we gathered
solid empirical evidence that the
proposed neural network model
consistently outperforms the pre-
vious state-of-the-art performance
figures in both word emotion in-
duction and emotion representation
mapping. Hence, the approach we
propose currently constitutes the
best-performing method for auto-
matic emotion lexicon creation.

We also proposed a novel methodology for comparison against human rating capabilities based on
normalized split-half reliability scores. For the first time, this allows for a large-scale evaluation against
human performance. Our experimental data suggest that our models perform competitive relative to
human assessments, even in cross-lingual applications, thus producing (near) gold quality data. We take
this as a strong hint towards the reliability of the methods we propose.

Finally, we used these models to produce new emotion lexicons for 13 typologically diverse languages
which are publicly available along with our code and experimental data (see Footnote 1).
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