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Don’t Get Fooled by Word Embeddings—
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You shall know a word by the 
company it keeps!

Firth, 1957

He	reads a	poem.
She reads a	novel.
The	novel has 312	pages.
The	poem fits on	two pages.
She listens to an	opera.
He	listens to jazz.
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Counting Cooccurrences

read pages hate enjoy listen …
novel 98 60 3 56 2
poem 67 10 1 47 8
opera 4 8 0 42 38
jazz 2 1 2 61 47

…
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Vector Representation

read

listen

novel

poem

opera
jazz



DH 2017 August	11,	2017,	Montreal,	Canada

Johannes Hellrich & Udo Hahn Don’t	Get	Fooled	by	Word	Embeddings 6

Distance and Similarity

read

listen

novel

poem

opera
jazz
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Dimensionality Problem

• One dimension per	word
• 50k	to 100k	dimensions
à Large	files and slow operations

• What about synonyms – it shouldn‘t matter	if
I	buy or purchase a	novel
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Word Embeddings

• Represent	words	as	dense	vectors	with	200–
500	instead	of	50k–100k	dimensions

• Very	popular	in	computational	linguistics	and	
digital	humanities

• Better	on	judging	word	similarity
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Application in DH: Semantic
Development of Herz ‚heart‘
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• Hellrich &	Hahn,	DH	2016
• First	applied	by	Kim	et	al.,	ACL	2014	Workshop	on	Language	
Technologies	and	Computational	Social	Science
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Types of Word	Embeddings

lots
of
text

lots
of
text

read pages musician

poem 475 156 0

novel 823 492 3

opera 51 19 993

Singular Value Decomposition Neural Word Embeddings

novel

poem
opera

novel
poem

opera

lots
of
text

lots
of
text

novel
poem

opera
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Neural Word	Embeddings

w(t-2)

w(t+1)

w(t-1)

w(t+2)

w(t)

SUM

       INPUT         PROJECTION         OUTPUT

w(t)

          INPUT         PROJECTION      OUTPUT

w(t-2)

w(t-1)

w(t+1)

w(t+2)

                   CBOW                                                   Skip-gram

Figure 1: New model architectures. The CBOW architecture predicts the current word based on the
context, and the Skip-gram predicts surrounding words given the current word.

R words from the future of the current word as correct labels. This will require us to do R ⇥ 2
word classifications, with the current word as input, and each of the R + R words as output. In the
following experiments, we use C = 10.

4 Results

To compare the quality of different versions of word vectors, previous papers typically use a table
showing example words and their most similar words, and understand them intuitively. Although
it is easy to show that word France is similar to Italy and perhaps some other countries, it is much
more challenging when subjecting those vectors in a more complex similarity task, as follows. We
follow previous observation that there can be many different types of similarities between words, for
example, word big is similar to bigger in the same sense that small is similar to smaller. Example
of another type of relationship can be word pairs big - biggest and small - smallest [20]. We further
denote two pairs of words with the same relationship as a question, as we can ask: ”What is the
word that is similar to small in the same sense as biggest is similar to big?”

Somewhat surprisingly, these questions can be answered by performing simple algebraic operations
with the vector representation of words. To find a word that is similar to small in the same sense as
biggest is similar to big, we can simply compute vector X = vector(”biggest”)�vector(”big”)+
vector(”small”). Then, we search in the vector space for the word closest to X measured by cosine
distance, and use it as the answer to the question (we discard the input question words during this
search). When the word vectors are well trained, it is possible to find the correct answer (word
smallest) using this method.

Finally, we found that when we train high dimensional word vectors on a large amount of data, the
resulting vectors can be used to answer very subtle semantic relationships between words, such as
a city and the country it belongs to, e.g. France is to Paris as Germany is to Berlin. Word vectors
with such semantic relationships could be used to improve many existing NLP applications, such
as machine translation, information retrieval and question answering systems, and may enable other
future applications yet to be invented.

5

SGNS

• Extremely popular skip-
gram	negative	sampling
algorithm SGNS/word2vec
(Mikolov et	al.,	NIPS	2013)	

• Alternative	neural
embeddings using an	
explicit	cooccurrence
matrix:	GloVe (Pennington et	
al.,	EMNLP	2014)
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Training	Neural Word	Embeddings

• Word	Embeddings are	updated	after	looking	at	the	text
• Tries	to	minimize	false	predictions	(cost	function)
• Will	lead	us	to	a	local,	yet	rarely	to	the	global minimum
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Singular	Value	Decomposition

• Express	Cooccurrences as UΣVT	

• U	represents	words,	VT context	words
• Σmeasures	importance	of	dimensions
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Singular	Value	Decomposition

• Classical	SVD	embeddings:	𝑈d,	selecting	only	d
dimensions	from	𝑈 based	on	Σ
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SVDPPMI

• Levy	et	al.,	TACL	2015
• Positive	pointwise	mutual	information	
instead	of	frequency

• Post-/preprocessing	inspired	by	SGNS	and	
GloVe
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Measuring	Reliability

• Train	multiple	models	with	identical	parameters	
on	one	corpus

• Measure	percentage	of	identical	neighborhoods	
for	each	word	between	models

• Hellrich&Hahn,	COLING	2016
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Measuring	Reliability

• Train	multiple	models	with	identical	parameters	
on	one	corpus

• Measure	percentage	of	identical	neighborhoods	
for	each	word	between	models

• Example:	No	agreement	at	neighborhood	size	1	
for	poem

novel
poem

opera

novel
poem

opera

novel

poem
opera
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Measuring	Reliability

• Train	multiple	models	with	identical	parameters	
on	one	corpus

• Measure	percentage	of	identical	neighborhoods	
for	each	word	between	models

• Example:	Agreement	at	neighborhood	size	2	for	
poem

novel
poem

opera

novel
poem

opera

novel

poem
opera
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Experiment

• 3	models	each	for	SGNS,	GloVe and	SVDPPMI

• Trained	on	corpus of	645	German	texts	from	
19th century,	subset	of	Deutsches Textarchiv
‘German	Text	Archive’

• Technical	Details:
• Window	size	5,	
• 300	dimensions
• hyperwords toolkit
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Reliability	for	Herz ‘heart’
Embedding	
Model

First
Neighbor

Second	
Neighbor

Third	
Neighbor

Fourth	
Neighbor

Fifth
Neighbor

SGNS	1
schmerzen
‘pain’

beklommen
‘anxious’

busen
‘bosom’

bluten
‘to	bleed’

herzen
‘to	caress’

SGNS	2
bluten

‘to	bleed’
klopfend
‘beating’

busen
‘bosom’

beklommen
‘anxious’

herzen
‘to	caress’

SGNS	3
herzen

‘to	caress’
busen

‘bosom’
klopfend
‘beating’

beklommen
‘anxious’

bluten
‘to	bleed’

GloVe	1
gemüt
‘mind’

mein
‘my’

seele
‘soul’

liebe
‘love’

brust
‘chest’

GloVe 2
gemüt
‘mind’

mein
‘my’

seele
‘soul’

brust
‘chest’

liebe
‘love’

GloVe 3
gemüt
‘mind’

mein
‘my’

seele
‘soul’

brust
‘chest’

liebe
‘love’

SVDPPMI,	all
busen

‘bosom’
fühlen
‘to	feel’

liebe
‘love’

schmerzen
‘pain’

menschenherz
‘human	heart’
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Reliability	for	1000	most	frequent	nouns
depending	on	neighborhood	size
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Reliability	for	100–1000	most	frequent	
nouns	depending	on	word frequency

60

65

70

75

80

85

90

95

100

100 200 300 400 500 600 700 800 900 1000
Number of most frequent nouns

Pe
rc
en
ta
ge
of
Id
en
tic
al
N
ei
gh
bo
rs

SVDPPMI

GloVe

SGNS



DH 2017 August	11,	2017,	Montreal,	Canada

Johannes Hellrich & Udo Hahn Don’t	Get	Fooled	by	Word	Embeddings 32

Conclusion

• Neural	word	embeddings are	unreliable

• SVDPPMI	is	reliable and	performs	very	similar	
on	evaluation	tasks

• Also	think	about:	Preprocessing	often	
includes	random	sampling
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http://jeseme.org
Hellrich &	Hahn,	ACL	2017

Accessible	SVDPPMI embeddings for	
diachronic	linguistics
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http://jeseme.org
Hellrich &	Hahn,	ACL	2017

Accessible	SVDPPMI embeddings for	
diachronic	linguistics
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2: Jena University Language & Information 
Engineering (JULIE) Lab 

Friedrich Schiller University Jena,
Jena, Germany 

http://www.julielab.de

1: Graduate School 'The Romantic Model', 
Friedrich Schiller University Jena,

Jena, Germany 
http://www.modellromantik.uni-jena.de

Don’t Get Fooled by Word Embeddings—
Better Watch Their Neighborhood

Johannes Hellrich1,2 &         Udo Hahn2
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Word	Embedding	Performance

Method WordSim WordSim Bruni et al. Radinsky et al. Luong et al. Hill et al. Google MSR
Similarity Relatedness MEN M. Turk Rare Words SimLex Add / Mul Add / Mul

PPMI .709 .540 .688 .648 .393 .338 .491 / .650 .246 / .439
SVD .776 .658 .752 .557 .506 .422 .452 / .498 .357 / .412

SGNS .724 .587 .686 .678 .434 .401 .530 / .552 .578 / .592
GloVe .666 .467 .659 .599 .403 .398 .442 / .465 .529 / .576

Table 2: Performance of each method across different tasks in the “vanilla” scenario (all hyperparameters set to default):
win = 2; dyn = none; sub = none; neg = 1; cds = 1; w+c = only w; eig = 0.0.

Method WordSim WordSim Bruni et al. Radinsky et al. Luong et al. Hill et al. Google MSR
Similarity Relatedness MEN M. Turk Rare Words SimLex Add / Mul Add / Mul

PPMI .755 .688 .745 .686 .423 .354 .553 / .629 .289 / .413
SVD .784 .672 .777 .625 .514 .402 .547 / .587 .402 / .457

SGNS .773 .623 .723 .676 .431 .423 .599 / .625 .514 / .546
GloVe .667 .506 .685 .599 .372 .389 .539 / .563 .503 / .559
CBOW .766 .613 .757 .663 .480 .412 .547 / .591 .557 / .598

Table 3: Performance of each method across different tasks using word2vec’s recommended configuration: win = 2;
dyn = with; sub = dirty; neg = 5; cds = 0.75; w+c = only w; eig = 0.0. CBOW is presented for comparison.

Method WordSim WordSim Bruni et al. Radinsky et al. Luong et al. Hill et al. Google MSR
Similarity Relatedness MEN M. Turk Rare Words SimLex Add / Mul Add / Mul

PPMI .755 .697 .745 .686 .462 .393 .553 / .679 .306 / .535
SVD .793 .691 .778 .666 .514 .432 .554 / .591 .408 / .468

SGNS .793 .685 .774 .693 .470 .438 .676 / .688 .618 / .645
GloVe .725 .604 .729 .632 .403 .398 .569 / .596 .533 / .580

Table 4: Performance of each method across different tasks using the best configuration for that method and task combination,
assuming win = 2.

" = 0.001 is used to prevent division by zero. We
abbreviate the two methods “Add” and “Mul”, re-
spectively. The evaluation metric for the analogy
questions is the percentage of questions for which
the argmax result was the correct answer (b⇤).

5 Results

We begin by comparing the effect of various hy-
perparameter configurations, and observe that dif-
ferent settings have a substantial impact on per-
formance (Section 5.1); at times, this improve-
ment is greater than that of switching to a dif-
ferent representation method. We then show that,
in some tasks, careful hyperparameter tuning can
also outweigh the importance of adding more data
(5.2). Finally, we observe that our results do not
agree with a few recent claims in the word embed-
ding literature, and suggest that these discrepan-
cies stem from hyperparameter settings that were
not controlled for in previous experiments (5.3).

5.1 Hyperparameters vs Algorithms
We first examine a “vanilla” scenario (Table 2), in
which all hyperparameters are “turned off” (set to

default values): small context windows (win =

2), no dynamic contexts (dyn = none), no sub-
sampling (sub = none), one negative sample
(neg = 1), no smoothing (cds = 1), no context
vectors (w+c = only w), and default eigenvalue
weights (eig = 0.0).5 Overall, SVD outperforms
other methods on most word similarity tasks, often
having a considerable advantage over the second-
best. In contrast, analogy tasks present mixed re-
sults; SGNS yields the best result in MSR’s analo-
gies, while PPMI dominates Google’s dataset.

The second scenario (Table 3) sets the hyper-
parameters to word2vec’s default values: small
context windows (win = 2),6 dynamic contexts
(dyn = with), dirty subsampling (sub = dirty),
five negative samples (neg = 5), context distribu-
tion smoothing (cds = 0.75), no context vectors
(w+c = only w), and default eigenvalue weights

5While it is more common to set eig = 1, this setting
degrades SVD’s performance considerably (see Section 6.1).

6While word2vec’s default window size is 5, we present
a single window size (win = 2) in Tables 2-4, in order to iso-
late win’s effect from the effects of other hyperparameters.
Running the same experiments with different window sizes
reveals similar trends. Additional results with broader win-
dow sizes are shown in Table 5.

From	Levy	et	al.	(2015)
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Reliability	of	word2vec	at	different	frequencies

• Hellrich&Hahn,	COLING	2016
• word2vec	models	trained	on	Google	Books	corpora

words reported to have undergone traceable semantic changes in prior work9 are all frequent with
percentiles between 89 and 99—for such high-frequency words hierarchical softmax performs similarly
or even slightly better. The relatively low reliability for medium-frequency English words, as compared to
German ones, could be caused by a peculiar pattern of word co-occurrences, illustrated in Figures 5 and
6 for 1900–1904 English Fiction, respectively normalized German. Medium-frequency English words
have fewer co-occurrences with low-frequency words than German ones, which might result in a lack of
specific contexts for these words during training and thus hamper embedding quality.
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Figure 3: Influence of frequency percentile on reliability
for models trained for 10 epochs on English Fiction data
from 1900–1904 and 2005–2009. Words reported to have
changed their semantics during the 20th century fall into the
frequency range marked by the vertical lines.
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Figure 4: Influence of frequency percentile on reliability for
models trained for 10 epochs on orthographically normalized
German data from 1900–1904 and 2005–2009.
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Figure 5: Number of co-occurrences (indicated by shade;
only values above mode) between words and context
words per frequency percentile for English Fiction 1900–
1904 data.
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Figure 6: Number of co-occurrences (indicated by shade;
only values above mode) between words and context
words per frequency percentile for normalized German
1900–1904 data.

9Kulkarni et al. (2015) compiled the following list based on prior work (Wijaya and Yeniterzi, 2011; Gulordava and Baroni,
2011; Jatowt and Duh, 2014; Kim et al., 2014): card, sleep, parent, address, gay, mouse, king, checked, check, actually, supposed,
guess, cell, headed, ass, mail, toilet, cock, bloody, nice and guy.
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Warning:	Automatic	word	change	research	is	
focused	on	high	frequency	words

words reported to have undergone traceable semantic changes in prior work9 are all frequent with
percentiles between 89 and 99—for such high-frequency words hierarchical softmax performs similarly
or even slightly better. The relatively low reliability for medium-frequency English words, as compared to
German ones, could be caused by a peculiar pattern of word co-occurrences, illustrated in Figures 5 and
6 for 1900–1904 English Fiction, respectively normalized German. Medium-frequency English words
have fewer co-occurrences with low-frequency words than German ones, which might result in a lack of
specific contexts for these words during training and thus hamper embedding quality.
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